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PERSON OF THE YEAR

You.

You control the Information Age.

Welcome to your world.

PARTICIPATING WEB

AND SOCIAL MEDIA
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= AR : a
mwmgrmmmm (Chicaao Tribune

ilos Angcles d:imcs
L B AT

ul-rl

Siiii-Sentinel

ROAD TO FORECLOSURES: T
TOURS OFFER CLOSEUP LOOK
|

Ehdl]ushmgiuuijusl o=

o s et B, ot o o e et

= Or]ando Sentinel
Vi ik i O ron e Storm
-.l Detersburg Times [‘_ R e

= hoiday
Schuls ehlef

Putingapricconbispan TP

L

Communication Media: One-to-One




‘ Social Media: Many-to-Many
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‘ Characteristics of Social Media

= Everyone can be a media outlet
= Disappearing of communications barrier

o Rich User Interaction
User-Generated Contents
User Enriched Contents
User developed widgets
Collaborative environment
Collective Wisdom

Long Tail
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Top 20 Most Visited Websites

Internet traffic report by Alexa on August 27", 2009

1 Google 11 | MySpace

2 Yahoo! 12 | Google India

3 Facebook 13 | Google Germany

4 YouTube 14 | Twitter

5 Windows Live 15 | QQ.Com

6 Wikipedia 16 | RapidShare

7 Blogger 17 | Microsoft Corporation
8 Microsoft Network (MSN) | 18 | Google France

9 Baidu.com 19 | WordPress.com

10 Yahoo! Japan 20 | Google UK

40% of the top 20 websites are social media sites



‘ Social Media’s Important Role

myspace.com/barackobama - Myspace friends vs. http:/www. . <
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SOCIAL NETWORKS AND
DATA MINING



Social Networks

A social structure made of nodes (individuals or
organizations) that are related to each other by
various interdependencies like friendship, kinship,
etc.

Graphical representation

- Nodes = members

- Edges = relationships

Various realizations

- Social bookmarking (Del.icio.us)

- Friendship networks (facebook, myspace) |,
- Blogosphere

- Media Sharing (Flickr, Youtube)

- Folksonomies




Soclomatrix

Social networks can also be
represented in matrix form
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Social Computing and Data Mining

Social computing is concerned with the study of
social behavior and social context based on
computational systems.

Data Mining Related Tasks
Centrality Analysis
Community Detection
Classification

Link Prediction

Viral Marketing

Network Modeling

Q
Q
Q
Q
Q
Q



Centrality Analysis/Influence Study

|dentify the most important actors in a social network
Given: a social network
Output: a list of top-ranking nodes

Top 5 important nodes: (Nodes resized by
6,1,8,5, 10 Importance)



Community Detection

A community is a set of nodes between which the
interactions are (relatively) frequent

a.k.a. group, subgroup, module, cluster

Community detection

a.k.a. grouping, clustering, finding cohesive subgroups
o Given: a social network

o Output: community membership of (some) actors
Applications

o Understanding the interactions between people

o Visualizing and navigating huge networks
o Forming the basis for other tasks such as data mining



Visualization after Grouping
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Classification

User Preference or Behavior can be represented as
class labels

Whether or not clicking on an ad

Whether or not interested in certain topics

Subscribed to certain political views

Like/Dislike a product

Given

o A sociai network

o Labels of some actors in the network
Output

o Labels of remaining actors in the network



Visualization after Prediction

Predictions
6: Non-Smoking
® : Smoking 7: Non-Smoking
® : Non-Smoking 8: Smoking
® : 7 Unknown 9: Non-Smoking
10: Smoking




Link Prediction

Given a social network, predict which nodes are likely to
get connected

Output a list of (ranked) pairs of nodes
Example: Friend recommendation in Facebook




Viral Marketing/Outbreak Detection

Users have different social capital (or network values)
within a social network, hence, how can one make best
use of this information?

Viral Marketing: find out a set of users to provide
coupons and promotions to influence other people in the
network so my benefit is maximized

Outbreak Detection: monitor a set of nodes that can help
detect outbreaks or interrupt the infection spreading
(e.g., H1N1 flu)

Goal: given a limited budget, how to maximize the
overall benefit?



An Example of Viral Marketing

Find the coverage of the whole network of nodes with
the minimum number of nodes

How to realize it — an example

o Basic Greedy Selection: Select the node that maximizes the
utility, remove the node and then repeat

« Select Node 1
« Select Node 8
e Select Node 7

Node 7 is not a node with
high centrality!




Network Modeling

Large Networks demonstrate statistical patterns:
o Small-world effect (e.g., 6 degrees of separation)

o Power-law distribution (a.k.a. scale-free distribution)

o Community structure (high clustering coefficient)

Model the network dynamics

o Find a mechanism such that the statistical patterns observed in
large-scale networks can be reproduced.

o Examples: random graph, preferential attachment process

Used for simulation to understand network properties

o Thomas Shelling’s famous simulation: What could cause the
segregation of white and black people

o Network robustness under attack




Comparing Network Models
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(Figures borrowed from “Emergence of Scaling in Random Networks”)



Social Computing Applications

Advertizing via Social Networking
Behavior Modeling and Prediction
Epidemic Study

Collaborative Filtering

Crowd Mood Reader

Cultural Trend Monitoring
Visualization

Health 2.0



GENERAL EVALUATION
MEASURES




Basic Evaluation and Metrics

Assessment is an essential step
o Comparing with some ground truth if available

Obviously, various tasks may require different
ways of performance evaluation

o Ranking

o Clustering

o Classification

An understanding of these concepts will help

us to develop more pertinent evaluation
methods.



Measuring a Ranked List

o Normalized Discounted Cumulative Gain (NDCG)

o Measuring relevance of returned search result

Multi levels of relevance (r): irrelevant (0), borderline (1),
relevant (2)

Each relevant document contributes some gain to be cumulated
Gain from low ranked documents is discounted
Normalized by the maximum DCG

CcG(d,,...,d,) :Zn:ri

DCG(d,,....d )=r +
' 22: log, i

MaxDCG = R+Z i
i=2 ng

NDCG(d, ..., d_) = DCG(,,...,d. )/ MaxDCG




NDCG - Example

4 documents: d,, d,, ds, d,

MaxDCG = DCGy, = 4.6309

Ground Truth Ranking Function, Ranking Function,
i Document ; Document ; Document ;
Order ‘ Order ! Order ‘
1 d4 2 d3 2 d3 2
2 d3 2 d4 2 d2 1
3 d2 1 d2 1 d4 2
4 dl 0 dl 0 dl 0
NDCG4=1.00 NDCGgg;=1.00 NDCGg,=0.9203
DCGgr =2+ 2 + L + 0 | 4.6309
log,2 log,3 log,4
DCGy, =2+ 2 + L + 0 =4.6309
log,2 log,3 log,4
DCGge, =2+ L + 2 + 0 | 4.2619
log,2 log,3 log,4




Measuring a Classification Result

Confusion Matrix

Prediction (+)

Prediction (-)

Truth (+) True Positive (tp) | False Positive (fn)
Truth (-) False Positive (fp) | True Negative (tn)
Measures: tp+tn :
accuracy = +
tp+ fp+tn+ fn
precision = _tp_ __ W _
Prediction(+) tp+ fp
recall = W

Truth(+) tp+ fn

F —measure =

2 e precision e recall

precision + recall

Predicted
+



‘ F-measure Example

Predictions Truth
6: Non-Smoking 6: Smoking
7: Non-Smoking 7: Non-Smoking

8: Smoking 8: Smoking
9: Non-Smoking 9: Smoking
10: Smoking 10: Smoking

12

I

Prediction (+) 2 (node 8,10) O

Prediction (-) 2 (node 6, 9) 1 (node 7)

1 o
® : Smoking Accuracy = (2+1)/ 5 = 60%
® : Non-Smoking Precision = 2/(2+0)= 100%
® : ? Unknown Recall = 2/(2+2) = 50%
F-measure= 2*100% * 50% / (100% + 50%) = 2/3




‘ Measuring a Clustering Result

X

Ground Truth Clustering Result

T o

How to measure the
clustering quality?

= The number of communities after grouping can be
different from the ground truth

= No clear community correspondence between clustering
result and the ground truth

= Normalized Mutual Information can be used




Normalized Mutual Information

Entropy: the information contained In a distribution

Z plx)log p(a

Mutual Information: the shared information between two
distributions v N oe [P Y)
IX:Y) =2 ) pley)los (pl(i')pz(.y))

yeY zeX

Normalized Mutual Information (between 0 and 1)
I(X: })

VH(X
Consider a partition as a dlstrlbutlon (probability of one

node falling into one community), we can compute the
matching between two clusterings

NMI(X:;Y) =




NMI

H(x) = 30 " log("2)
= 2 p(n)logplr) — @

reX b ) nb ﬂb

H(r") =} —Llog(-F)
‘

1 P ;{:,y) ) ) .

yEZY“’EZXp o Og( p1(r)pa(y) = I *Wb)zzh:%:%lﬂg (E}Z’?ﬁ)
NMI(X;Y) = I(X;Y)
VHX)H(Y)

k(@) < k(®) o
)
2= Ze { Nh,e log (—hm

NMI (7, ﬂ.b) _ G
\/(Z:(al nha}l ) (ng bi ﬂgb) log % )




‘ NMI-Example

« Partiiona: [1,1,1,2,2,21 @D D
« Partitionb: [1,2, 1,3, 3, 3] L 1,3 2 T 4,56

n=¢ [ HEE I EREREEEN

() — 9 h=1 3 =1 2 h=1 2 1 0

(0 — 3 h=2 3 =2 1 h=2 0 0 3
=3 3

(a) n-mn
Zﬁ 123 1 ”hfl‘}g ( (@ hfiﬁ'})
NMI(z*, %) = - =0.8278

k@ (a) 1 k®) (b), nb
\/( h=1"p )(Ze 11 log )
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PRINCIPLES OF COMMUNITY
DETECTION




Communities

Community: “subsets of actors among whom there are
relatively strong, direct, intense, frequent or positive

ties.”
-- Wasserman and Faust, Social Network Analysis, Methods and Applications

Community is a set of actors interacting with each other
frequently
o e.g. people attending this conference

A set of people without interaction is NOT a community
o e.g. people waiting for a bus at station but don’t talk to each other

People form communities in Social Media



‘ Example of Communities

Communities from
Facebook

Namea
Type
Members

Name

Type:
Members

Name
Type:
Mambers

Name:

Type
Mambers

Namsa
Type:
Hembers

COECEEE | -
Type:
Members:

Mame:
Type:

Members:

Social Computing
Organizations
14 members

Social Computing
Internet & Technaology
12 members

Social Computing Magazine
Internet & Technology
34 members

Trustworthy Social Computing
Internet & Technology
28 members

Social Computing for Business
Internet & Technology
421 members

UCLA Social Sciences Computing
Internet & Technology
22 members

Social Media and Computing
Organizations
& members

jo ™

Communities from
Flickr

1 * Urban LIFE In Metropelis //If
4,285 membars | 31 discussions | BD,645 items | Crested 46 months ago | Join?

UrbanLlFE, People, Parties, Dance, Musik, Life, Love, Culture, Food and Everything what we could
imagine by haanng that word URBAMLIFE! Have some FUM! Please add... [ mare )

Islam Is The Way Of Life (Muslim World)
619 members | 13 discussions | 2,685 items | Created 23 months ago | Join?

The waord islam is derved from the Arabic verb aslama, which means to accept, sumender or submit.
Thus, |slam means submission to and acceptance of God, and believers must... { more )

* THE CELEBRATION OF ~LIFE~ (Post1~Award1) [only living things]
4,871 membars | 22 discussions | 40,519 items | Created 21 months ago | Join?

WELCOME to THE CELEBRATION OF ~LIFE~ (Post1~Award1) PLEASE INVITE & COMMENT USING
only THE CODES FOUND BELOW! < + This group is for sharing BEAUTIFUL, TOP QUALITY
images... [ more )

"Enjoy Lifel”
2,027 membars | 10 discussions | 30,916 items | Created 23 months ago | Jain?

There are lovely moments and adorable scenes in our lives. Some are in front of you, and some are just
waiting to be discovered. A gaze from someons we love, might touch the... { more )

Baby's life
2,047 members | 185 discussions | 30,202 items | Created 32 months ago | Join?

This group is designed to highlight milestones and important events in your baby's life (ie 1st time
smiling/crawling/sitting in a high chair/reading/playing etc). It can also be... { maore )

Pond Life
803 members | 20 discussions | 6,877 items | Created 32 months ago | Join?

Pic of the wesek: chosen from the pool by the group admins. Muphar by guus timpers Pond Life is a
group for all aquatic flora and fauna. Koi ponds, wildife ponds, garden ponds,... | more )




Why Communities in Social Mediar

Human beings are social

Part of Interactions in social media is a glimpse
of the physical world

People are connected to friends, relatives, and
colleagues in the real world as well as online

Easy-to-use social media allows people to
extend their social life in unprecedented ways

o Difficult to meet friends in the physical world, but much
easier to find friend online with similar interests



Community Detection

Community Detection: “formalize the strong social
groups based on the social network properties”

Some social media sites allow people to join groups, is it
necessary to extract groups based on network topology?
o Not all sites provide community platform

o Not all people join groups

Network interaction provides rich information about the
relationship between users

o Groups are implicitly formed

o Can complement other kinds of information

o Help network visualization and navigation

o Provide basic information for other tasks



‘ Subjectivity of Community Definition

Each component is
A densely-knit a community
community

Definition of a community
can be subjective.




Taxonomy of Community Criteria

Criteria vary depending on the tasks

Roughly, community detection methods can be divided
iInto 4 categories (not exclusive):

Node-Centric Community
o Each node in a group satisfies certain properties

Group-Centric Community

o Consider the connections within a group as a whole. The group
has to satisfy certain properties without zooming into node-level

Network-Centric Community
o Partition the whole network into several disjoint sets

Hierarchy-Centric Community
o Construct a hierarchical structure of communities



‘ Node-Centric Community Detection

Node-

Centric

Hierarchy- Community Group-
Centric D ete Ction Centric

Network-
Centric




Node-Centric Community Detection

Nodes satisfy different properties
o Complete Mutuality
cliques
o Reachability of members
k-clique, k-clan, k-club
o Nodal degrees
k-plex, k-core
o Relative frequency of Within-Outside Ties
LS sets, Lambda sets
Commonly used in traditional social network analysis

Here, we discuss some representative ones



Complete Mutuality: Clique

A maximal complete subgraph of three or more nodes all
of which are adjacent to each other 3

NP-hard to find the maximal clique

Recursive pruning: To find a clique
of size k, remove those nodes with
less than k-1 degrees

Very strict definition, unstable

Normally use cliques as a core or
seed to explore larger communities




Geodesic

Reachability is calibrated by the
Geodesic distance

Geodesic: a shortest path between
two nodes (12 and 6)

o Two paths: 12-4-1-2-5-6, 12-10-6

o 12-10-6 is a geodesic

Geodesic distance: #hops in geodesic
between two nodes

0 eg., d(12,6)=2,d(3, 11)=5

Diameter: the maximal geodesic
distance for any 2 nodes in a network
o #hops of the longest shortest path Diameter = 5

11



Reachability: k-clique, k-club

Any node in a group should be
reachable in k hops

K-clique: a maximal subgraph in which
the largest geodesic distance between
any nodes <=k

A k-clique can have diameter larger
than k within the subgraph

o e.g., 2-clique {12, 4, 10, 1, 6}

o Within the subgraph d(1, 6) = 3

k-club: a substructure of diameter <=k
0 eqg.,{1,2,56,8,9} {12, 4, 10, 1} are 2-clubs



Group-Centric Community Detection

Node-
Centric

Hierarchy- Community Group-
Centric Dete CtiOn Centric

Network-
Centric




Group-Centric Community Detection

Consider the connections within a group as whole,
OK for some nodes to have low connectivity

A subgraph with V¢ nodes and Eg edges is a y-dense
quasi-clique if 15

V(Ve— 1)

>
2=

Recursive pruning:

o Sample a subgraph, find a maximal y-dense quasi-clique (the
resultant size = k)

o Remove the nodes that
whose degree < kY

all their neighbors with degree < kY



Network-Centric Community Detection

Node-
Centric

Hierarchy- Community Group-
Centric Dete Ction Centric

Network-

Centric




Network-Centric Community Detection

To form a group, we need to consider the
connections of the nodes globally.

Goal: partition the network into disjoint sets
0 Groups based on Node Similarity

Groups based on Latent Space Model

Groups based on Block Model Approximation
Groups based on Cut Minimization

Groups based on Modularity Maximization



Node Similarity

Node similarity is defined by how similar their interaction
patterns are

Two nodes are structurally equivalent if they connect to
the same set of actors
o e.g., hodes 8 and 9 are structurally equivalent

Groups are defined over equivalent nodes
o Too strict

o Rarely occur in a large-scale

o Relaxed equivalence class is difficult to compute
In practice, use vector similarity

o e.g., cosine similarity, Jaccard similarity




‘ Vector Similarity

a vector ==

| 1 [2 |3 [4 |5 |6 [7 [8 |9 |10 [11]12]13
B - 1
EN - 1 1

structurally

equivalent ﬂ1 1 1
. L A-B
Cosine Similarity: similarity :Eﬂgt:ﬂ) — _
[AlB]
sim(58) = ——~ =
N NI
|AN B]

Jaccard Similarity: J(A, B) = A0 B[

J(58) =13 __=1/4

K1,2,6,13}




Clustering based on Node Similarity

For practical use with huge networks:

o Consider the connections as features

o Use Cosine or Jaccard similarity to compute vertex similarity
o Apply classical k-means clustering Algorithm

K-means Clustering Algorithm
o Each cluster is associated with a centroid (center point)
o Each node is assigned to the cluster with the closest centroid

Algorithm 1 Basic K-means Algorithm.

: Select K points as the initial centroids.

: repeat

1
2
3: Form K clusters by assigning all points to the closest centroid.
4 Recompute the centroid of each cluster.

5

: until The centroids don’t change




Tllustration of k-means clustering
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Groups on Latent-Space Models

Latent-space models: Transform the nodes in a network into a
lower-dimensional space such that the distance or similarity
between nodes are kept in the Euclidean space

Multidimensional Scaling (MDS)

o Given a network, construct a proximity matrix to denote the distance between
nodes (e.g. geodesic distance)

o Let D denotes the square distance between nodes
o §eR™k denotes the coordinates in the lower-dimensional space

SST =—E(I —EeeT)D(I —leeT)zA(D)
2 n n

o Objective: minimize the difference min || A(D) —SST |-
a Let A = diag()\;, -+ -, \i) (the top-k eigenvalues of A ), V the top-k eigenvectors

¥ _ 17 ALl/2
2 Solution: S=VA

Apply k-means to S to obtain clusters



MDS-example
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Block-Model Approximation

After
Reordering

—>

150 8

Network Interaction Matrix Block Structure

»Objective: Minimize the difference between an interaction

matrix and a block structure Sisa
minflA - SEST||p community

s.t. S {01}k ¥ € R** is diagonal Indicator matrix

»Challenge: S is discrete, difficult to solve

»Relaxation: Allow S to be continuous satisfying s7¢g — .
» Solution: the top eigenvectors of A

»Post-Processing: Apply k-means to S to find the partition




‘ Cut-Minimization

= Between-group interactions should be infrequent
= Cut: number of edges between two sets of nodes

= Objective: minimize the cut
cut(Cp,Ca, -+ . Cr) = Y cut(C;, Cy)
=1

o Limitations: often findﬁzommunities of

only one node
, _ Number of nodes
o Need to consider the group size in a community

= [Two commonlv-used variants:
. k cut(C;, C;)
Ratio-cut(C,,Cs, -+, C}) :;T ° Number of

. within-group

t(C;, Ce -
Normalized-cut(Cy,Co, - --,Cy) = Z Cuw()l(z’l;)’) Interactions
i=1 :




Graph Laplacian

Can be relaxed into the following min-trace problem
min Tr(STLS) st . S's=1

IE'ERnx.E:
L is the (normalized) Graph Laplacian [ 0 )
a1 i
L = D—-A 0 dy -+ 0
normalized-I = I — D~ 1/24pD~1/2 b= SR
\ 0 0 - d,

Solution: S are the eigenvectors of L with smallest
eigenvalues (except the first one)

Post-Processing: apply k-means to S
a.k.a.Spectral Clustering



Modularity Maximization

Modularity measures the group interactions compared
with the expected random connections in the group

In a network with m edges, for two nodes with degree d,

and d; the expected random connections  ° N |
are did;/2m
The interaction utility in a group:
Z :1” — (!;HIJ ;fQ?H
icC,jcC

To partition the group into multiple grou
P g P Pie 9 Expected Number of

A —d.d;/2m edges between 6 and 9 is
max: 2m Z HZJ@( : i/ 5*3/(2*17) = 15/34




Modularity Matrix

The modularity maximization can also be formulated in
matrix form

_ 1 o
Q=—"Tr(S'BS)
2m

B is the modularity matrix

Bij — 44.3'_“),' — (1".,-.3'_ {ij/Q'T?'?.-

Solution: top eigenvectors of the modularity matrix



Matrix Factorization Form

For latent space models, block models, spectral
clustering and modularity maximization

All can be formulated as
max(min)g Tr( gl S)
s.t. sTg_ 7

A(D) (Latent Space Models)
Sociomatrix (Block Model Approximation)
Graph Laplacian  (Cut Minimization)
Modularity Matrix (Modularity maximization)

~——



Recap of Network-Centric Community

Network-Centric Community Detection
Groups based on Node Similarity

Groups based on Latent Space Models
Groups based on Cut Minimization

Groups based on Block-Model Approximation
Groups based on Modularity maximization

Goal: Partition network nodes into several disjoint sets

Limitation: Require the user to specify the number of
communities beforehand

o o o O o



Hierarchy-Centric Community Detection

Node-
Centric

Hierarchy- Community Group-
Centric Detection Centric

Network-
Centric




B

terarchy-Centric Community Detection

Goal: Build a hierarchical structure of
communities based on network topology

Facilitate the analysis at different resolutions

Representative Approaches:
o Divisive Hierarchical Clustering
o Agglomerative Hierarchical Clustering



Divisive Hierarchical Clustering

Divisive Hierarchical Clustering

o Partition the nodes into several sets

o Each set is further partitioned into smaller sets
Network-centric methods can be applied for partition
One particular example is based on edge-betweenness

Edge-Betweenness: Number of shortest paths between any pair
of nodes that pass through the edge

Between-group edges tend to have larger edge-betweenness

O
¢ O
@ O




Divisive clustering on Edge-Betweenness

Progressively remove edges with the highest
betweenness

o Remove e(2,4), e(3, 5)

o Remove e(4,6), e(5,6)

o Remove e(1,2), e(2,3), e(3,1)

V1,v2,v3




Agglomerative Hierarchical Clustering

Initialize each node as a community

Choose two communities satisfying certain criteria and
merge them into larger ones o

o Maximum Modularity Increase

o Maximum Node Similarity .
T CH-(D

m @ (Based on Jaccard Similarity) @ @



Recap ot Hierarchical Clustering

Most hierarchical clustering algorithm output a binary
tree

o Each node has two children nodes O O
o Might be highly imbalanced ® O
@ ©

Agglomerative clustering can be very sensitive to the
nodes processing order and merging criteria adopted.

Divisive clustering is more stable, but generally more
computationally expensive



Summary of Community Detection

The Optimal Method? ijﬁ*

It varies depending on applications, networks,
computational resources efc.

Scalability can be a concern for networks in
social media

Other lines of research

o Communities in directed networks
a Overlapping communities

o Community evolution

o Group profiling and interpretation



COMMUNITIES IN
HETEROGENEOUS NETWORKS




Heterogeneous Network

Heterogeneous kinds of objects in social media
o YouTube

Users, tags, videos, ads

a Del.icio.us
Users, tags, bookmarks
Heterogeneous types of interactions between actors

o Facebook

I GAWNWINNIVIN

Send email, leave a message
write a comment, tag photos

o Same users interacting at different sites
Facebook, YouTube, Twitter



Multi-Mode Network

= Networks consists of multiple modes of nodes
= a.k.a. meta network

Videos //' --’L\:/ ’

3-Mode Network Visualization of a
in YouTube 3-mode network




‘ Multi-Dimensional Network

= Networks consists of heterogeneous links between nodes

= a.k.a. multi-relational networks, multi-link networks
~~  Contacts/friends ™~

Tagging on Social Content Q
= =

Fans/Subscriptions

Response to Social Content

R = Multiple

‘n,l' o I. [ ‘-.. -.-'_"-:'I.-.' p : DlmenS|OnS




Does Heterogeneity Matter?

= Social Media presents heterogeneity in networks

= Can we simply ignore the heterogeneity?

NO

Networks in Social Media are Noisy




Example of noisy triends network

Too many friends?
Too few friends?

Friends network tells

limited info for some
users

Interaction at other

modes or dimensions

might help

flickr

Home You COrganize Contacts |
. 2 ‘E
- tang/ =
v
= o Your Phoiostream
Te
I"'m Male.
JiE
4 Wil
aur contacts (1} =
Contact
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Reducing the Noise

A multi-mode network presents correlations between
different kinds of objects

e.g., Users of similar interests are likely to have similar tags

Multi-dimensional networks can present complementary
information at different dimensions

e.g., Some users seldom send email to each other, but might
comment on each other’s photos

Taking into account of heterogeneity helps reduce the
noise



Block Model for Multi-Mode Network

x B2 x

A~ O3 0L
AQ ~ OQZQO‘;F
Ag ~ 6’32301T

|

Z |Ai — Ci%iCia |15




‘ Alternating Optimization

= No analytical solution

= lIteratively compute the optimal clustering in one mode
while fixing the clustering of other modes

= G, corresponds to the top left-singular vectors of P which
Is concatenated by the following matrix in column-wise:

Pl =[A,Cs, AL Cy
P2 = [AyCy, AL CYy
P3 = [A;Cy, AL Cy] @
= Essentially apply PCA to data of the above format




Shared Community Structure 1n Multi-
Dimensional Networks

A latent community structure is shared in a multi-
dimensional network

o a group sharing similar interests

o users interacted at different social media sites

Goal: Find out the shared community structure

by integrating the network information of
different dimensions



Communities 1n Multi-Dimensional Networks

. . . "': ® B
Multi-Dimensional & 25~ "%

NetWO rkS - . W H

- g =

Extract Structural
Features via
Community Detection

Denoise the interaction at each dimension

* These structural features are not necessarily similar, but are highly
correlated.

 Transform these features into a shared space such that their
correlation is maximized.

* Solution: Generalized Canonical Correlation Analysis (CCA)



Communities 1n Multi-Dimensional Networks

Multi-Dimensional 5= “.

Networks o == &f

Extract Structural
Features via
Community Detection

—_—Z

Combine all the structural features and
perform
Principal Component Analysis)




A Unified View

Heterogeneous ] .
Network = Clustering at different

l modes or dimensions
provides structural
features

Extract Structural
Features

= Apply PCA or other
community detection
methods to find out the
clustering

Perform Clustering




EVALUATION STRATEGY FOR
COMMUNITY DETECTION

Next Section




Challenge of Evaluation

Many methods of community detection

Optimal methods depend on the data, tasks,
and computational resources

More often than not, no ground truth in
reality!
How to evaluate?

o Whether the extracted communities are
reasonable?

o Which method works best under what conditions?



Selt-consistent Community Definition

To find a community with desired properties
o e.g., Clique, k-clan, k-plex, etc.
o Can be examined immediately

To compare community size
o e.g. cligue or quasi-clique

To enumerate as many communities as possible

o The method returning maximum number of
communities is the winner



Networks with Ground Truth

Community Membership of each actor is known
Commonly used in small networks or synthetic networks
Measure: normalized mutual information in[0,1]

k(e k(b) Ic -Tip.
: og | —0
h=12.=1108 \ [ )

k(a) (a), nf kB (b)y nb
\/( h=1""h lug r_i) (Zle 1y IUQ, r_;})

NMI(z* 7" =



‘ Networks with Semantic Information

= Some networks come with attribute information
o Blog, web with content information
o Co-authorship with research interests information

= Check whether the extracted communities based on
networks connectivity are consistent with semantics or
shared attributes

= Pros
o Help understand the community

= Cons
o Requiring human subjects in evaluation
o Applicable only to small numbers of communities
o Only a qualitative evaluation




Networks without Ground Truth or
Semantic Information

Only network structure information is available
More common in the real world
Evaluation follows a cross-validation style

Randomly sample some links to find communities

o Approximate the remaining ones using the community
structure

o Adopt certain quantitative measure to calibrate the
matching

Modularity
Network difference



Outline

Social Media
Data Mining Tasks and Evaluation

Principles of Community Detection
Communities in Heterogeneous Networks

Evaluation Methodology for Community
Detection

Behavior Prediction via Social Dimensions
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BEHAVIOR STUDY IN SOCIAL
MEDIA




Basic Questions

Q1: How do communities influence human
behavior? Can we predict user behavior
given partial observations?

Q2: How do people interact in a community?
Who is the leader in a group?



Social Computing Application I:
J rr

BEHAVIOR PREDICTION VIA
SOCIAL DIMENSIONS




Motivation trom Advertizing

vertisers Face Hurdles on Social Networkin
Recent Boom of Social Media _ggesi Face Hurdles on Social Networking
VS . By PHI\ DALL STROSS
FPublished: December 13, 2008 B E-MAL
uln 20081 57% Of a” users Of SOClal FOR some time, Procter & Gamble, the world’s largest EE'SE';O
networks Clicked on an ad and Only advertiser, has been dipping its big toes into the vast pool of
. Facebook, now the world’s largest social network. I recently S PRINT
11% of those clicks lead to a knocked on the doors of both companies to hear how the 8 sieLEPAcE
p urc h ase” experiment was going. Neither was inclined to say much. © REPRINTS
G5 SHARE
Reality:

Limited user profile information
Readily available Social Network

Core Problem:
How to utilize Social Network information
to help predict user preference or potential
behavior?




Behavior Prediction

User Preference or Behavior can be represented by labels (+/-)
Whether or not clicking on an ad
Whether or not interested in certain topics
Subscribed to certain political views
Like/Dislike a product

Some actors with identified labels

Output:

Labels of other actors within the same network



Approach I: Collective Interence

Markov Assumption

o The label of one node depends on that of its neighbors
Training

o Build a relational model based on labels of neighbors

Prediction --- Collective inference

o Predict the label of one node while fixing labels of its neighbors
o lterate until convergence

Same as classical thresholding model in behavior study



‘ Heterogeneous Relations

College

= Connections in a social network are Classmates
heterogeneous

= Relation type information in social media
Is not always available

= Direct application of collective inference
to social media treats all connections D &)
equivalently
High
School
Friends

ASU




‘Extracting Actor Affiliations

Colleagues in Meet at
IT company Sports Club
@ O, ®
Biking
? : ?
' IT Gadgets '
Predict
f Nodes2& 3
Colleagues in Meet at
IT company Sports Club
O, O, ®
IT Gadgets Biking, Biking

IT Gadgets

Node 1’s Local Network

Users of the same
affiliation Interact
with each other
more frequently

> <

Colleagues Affiliation Sports Club Member Affiliation




‘ Social Dimensions

Affiliation 1 | Affiliation 2
1 1 1

2 1 0

3 0 1
Affiliation 1 Affiliation 2

= Affiliations of actors are represented as social dimensions
= Each Dimension represents one potential affiliation

= Social dimensions capture prominent interaction patterns
presented in the network




Approach II: Social-Dimension Approach (SocDim)

Labels
Training
Extract )
Potential
Affiliations
Prediction Predicted
Labels
Social B
Dimensions

= Training:
o Extract social dimensions to represent potential affiliations of actors
= Any community detection methods is applicable (block model, spectral clustering)
o Build a classifier to select those discriminative dimensions

= Any discriminative classifier is acceptable (SVM, Logistic Regression)

= Prediction:

o Predict labels based on one actor’s latent social dimensions
o No collective inference is necessary




‘ An Example of SocDim Model

Community
Detection

Catholic Democratic Republican

Church Party Party

Classification
Learning

: Support
el Abortion




‘ SocDim vs. Collective Inference

40

35

(@]
o

Micro-F1(%)

20

o _,,l"' 1 Collective
’“ Inference

10 i ! ! ! | ! | !

10%  20%  30%  40%  50%  60%  70%  80%  90%
Labeled Sample Size




‘ SocDim with Actor Features

Micro—F 1

0.44

0.42

0.4

0.38

0.36

0.34

0.32

0.3

0.28

0.26

| Content + Network I- _..I-v""I [
.’I. I---I#__."'I
i . )
! T |
i 1 L |
\
II'.
B Content Alone
i ,\
F i
Fi
— i
I Network Alone
| | | I |
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Proportion of Labeled Nodes




Summary

Networks in social media are noisy and heterogenous

SocDim proposes to extract social dimensions to capture
potential affiliations of actors

Community Detection can be used to extract social
dimensions from networks

Social dimensions can be combined with other content
and/or profile features

SocDim outperforms other representative collective
inference methods

Recent advancement of SocDim can handle networks of
1 million nodes in 10 mins.



Niaim Agnrwal

Social Computing Applications Il
J rr

IFINDER: IDENTIFYING
INFLUENTIAL BLOGGERS IN
A COMMUNITY VIDEO)

Go to the End




‘ Physical and Virtual World

Domain Friends

Expert ’ ﬁ
" 2

Online

Community

Physical World Virtual World



Introduction

Inspired by the analogy between real-
world and blog communities, we answer:

Who are the influentials in Blogosphere?

Can we find them?
?
Active Bloggers = Influentiai Bloggers
 Active bloggers may not be influential
* Influential bloggers may not be active



Searching The Influentials

Active bloggers

o Easy to define

o Often listed at a blog site

o Are they necessarily influential

How to define an influential blogger?

o Influential bloggers have influential posts
o Subjective

o Collectable statistics

o How to use these statistics



Intuitive Properties

Social Gestures (statistics)
o Recognition: Citations (incoming links)

0 An influential blog post is recognized by many. The more influential
the referring posts are, the more influential the referred post
becomes.

o Activity Generation: Volume of discussion (comments)

0  Amount of discussion initiated by a blog post can be measured by the
comments it receives. Large number of comments indicates that the
blog post affects many such that they care to write comments, hence
influential.

o Novelty: Referring to (outgoing links)

o Eloguence: “goodness” of a blog post (length)

0 An influential is often eloquent. Given the informal nature of
Blogosphere, there is no incentive for a blogger to write a lengthy
piece that bores the readers. Hence, a long post often suggests some
necessity of doing so.

Influence Score = f(Social Gestures)




A Preliminary Model

Additive models are good to determine the combined value of
each alternative [Fensterer, 2007]. It also supports
preferential independence of all the parameters involved in
the final decision. A weighted additive function can be used to

evaluate trade-offs between different objectives [Keeney and
Raiffa, 1993].
|,| 10

InfluenceFlow(p) = w,, Y 1(p,) =W,y > 1(P,)
m=1 n=1

1 (p) oc W7, + InfluenceHow( p)
1 (p) =W(1) % (Wy,mn? , + InfluenceHow(p))

ilndex(B) = max(l (p,))



Understanding the Influentials

Are influential bloggers simply active bloggers?
If not, in what ways are they different?
o Can the model differentiate them?

Are there different types of influential bloggers?

What other parameters can we include to evolve the
model?

Are there temporal patterns of the influential
bloggers?



How to Evaluate the Model

Where to find the ground truth?
o Lack of Training and Test data

o Any alternative?

About the parameters

o How can they be determined

o Are they all necessary?
Are any of these correlated?

Data collection

o A real-world blog site
o “The Unofficial Apple Weblog”



‘ Active & Intluential Bloggers

Top 5 TUAW Bloggers | Top § Influential Bloggers
Erica Sadun Erica Sadun
Seott McNulty Dan Lurie
Mat Lu David Chartier
David Chartier Scott McNulty
Michae]l Rose Laurie A. Duncan

= Active and Influential Bloggers
= Inactive but Influential Bloggers
= Active but Non-influential Bloggers

= We don’t consider “Inactive and Non-influential Bloggers”, because they
seldom submit blog posts. Moreover, they do not influence others.




Lesion Study

= To observe if any parameter is irrelevant.

sl Erica Sadun el Dan Lurie wee David Chartier
== Scott McNulty === Laurie A. Duncan

1 & < W
2

Ranks

No outlinks  No comments No blog post No inlinks All-in
length




‘ Other Parameters

= Rate of Comments

60
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Temporal Patterns of Influential

) &

Bloggers

 Average term Influentials
* Transient Influentials
* Burgeoning Influentials

* Long term Influentials
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Verification of the Model

Revisit the challenges

o No training and testing data

o Absence of ground truth

o Subjectivity

We use another Web 2.0 website, Digg as a
reference point.

"Digg is all about user powered content. Everything
IS submitted and voted on by the Digg community.
Share, discover, bookmark, and promote stuff that's
important to you'”

The higher the digg score for a blog post is, the
more it is liked.

A not-liked blog post will not be submitted thus will
not appear in Digg.



Verification of the Model

Digg records top 100 blog posts.

Top 5 influential and top 5 active bloggers were picked to construct 4
categories

For each of the 4 categories of bloggers, we collect top 20 blog posts
from our model and compare them with Digg top 100.

Bloggers Active | Inactive
Influential s1: 17 S2: 7
Non-influential | S3: 3 54: 0/1
Bloggers Active | Inactive Bloggers Active | Inactive
Influential S1: 71 B2 14 Influential Sl 327 S52: 42
Non-influential | S3: 8 S4: T Non-influential | 53: 131 S54: 35

Distribution of Digg top 100 and TUAW's 535 blog posts




Verification of the Model

Observe how much our model aligns with Digg.

Compare top 20 blog posts from our model and Digg.

Considered last six months

- | E|lo | B e | e
S| |la|~ 8|3
= = | = = | = =
= | = = | = = =
All in 14 |16 | 12 |15 | 10 [ 12
No Inlinks 314 |3 3 1 0
No Comments 8 8 |5 |4 5 |4
No Outlinks 11 |8 [5 [4 |4 [7
No Blog postlength | 12 | 14 | 11 |15 | @ [ 10

Considered all configuration to study relative importance of each parameter.

Inlinks > Comments > Outlinks > Blog post length
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Please feel free to contact Lei Tang (L.Tang@asu.edu) if you have any questions!




